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This paper argues that the Japanese Contrastive-markioguices an op-
erator which takes shiftable indexicals and indicates sdtitade-holder’s
limited knowledge. | also show that the computation of the afmerin-
volves a syntactic movement, which determines the context ichwtie
shiftable indexicals are interpreted.

1. Contrastive-marking

As noted by Kuno (1973), Japanese Contrastive-markingvuagca morpholog-
ical marker-wa and a prosodic peak in the intonation (indicated by capitais
sentence with Contrastive-marking seems to yield a certgticature as in (1-b).

(1) a. Among John and Mary, who came to the party?
b. JOHN-wakita.
John-Concame.
‘John came. (Mary didn’t come, or | don’t know about Mary.)’

Following the Structured Meaning Approach (c.f. von Steel®90, Krifka 2001),

| argued in Hara (2005a) and Hara (2006, ch. 2) that the progedk of Contrast-
ive-marking creates a partition of the asserted propasitito B (background)
and F (Focus). The morphologicab-marking then introduces thed® operator
that takes the structured meaning as its argument and aldsventional impli-
cature. The Contrastive-marked sentence presupposebdhatexists a stronger
alternative to the asserted proposition (2-b), i.e. theaescalar alternative that en-
tails but is not entailed by the original assertfolf.the presupposition is met, the
sentence with ©N conventionally implicates that the speaker considers t p
sibility that the stronger alternative is false (2—c). lhatwords, by Contrastive-
marking, the speaker indicates his/her limitation of kremge with respect to
the question under discussion (e.g. ‘Who came to the payty&)the asserted
proposition is his/her maximal knowledge, and as for aliive propositions, the
speaker either considers them as false or unknown (seedB[28€3, van Rooij
& Schulz 2004, for the notion adrder of knowledge The interpretation of (1-b)
is depicted in (2F.

*This work is supposed by the Research Fellowship of the J&paiety for the Promotion of
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1Logical entailment might not be the ideal tool to determine Waea proposition is stronger than
the other. We might appeal to the notion of ‘Horn Scale’ whieformed by items that are salient and
relevant in the context (Horn 1972, Gamut 1991). See Harag(280 2) for details on this matter.

2This treatment of Contrastive-marking predicts that if a Gastive-marked proposition, i.e., B(F),
is the strongest among its alternatives, the sentence caysesupposition failure. This prediction is
borne out by the following example. In (i), the asserted psitmn, ‘everyone came.’ is the strongest
among its alternatives (‘someone came.” ‘most people came). é&&6.a consequence, Contrastive-
marking is not compatible with the asserted proposition. Se@ K006, ch. 2) for discussions.



(2) Letw be a world variablesp the speaker, F the focus-marked elements, B
the background, R the restriction.
CoN(w)(sp)(B(F))
a. asserts: B(F)(w)=1
b. presupposesiF[[F’ €R] & [B(F') = B(F)]& [B(F) =B(F)]]
c. implicates3w'[w’ € DXy, (w)][B(F) (w') = 0] (=o(—(B(F))))

3) a. B=M\z.x came. F=John F'=John and Mary

b. assertion: John came.

c. implicates: the speaker considers the possibility thist false that
John and Mary came.

d. assertion+implicature: the speaker considers the lpbgsthat it is

false that Mary came.

2. Embedded Contrastive

This section presents data that suggestimplicatures can be associated with
an attitude-holder other than the speaker. | utilize Sdtdes (2003) notion of
‘shiftable indexicals’ to identify the agent of the impltcaes in different contexts.

2.1. Réativized Implicatures

Implicature Computation bya-marking interacts with attitude predicates. In
(4), -wa can be associated to an attitude-bearer other than theesp@ak John)
since-wa is embedded within an attitude predicate. Hence, assumagmy
consider Mary and Peter, (4) is ambiguous between Johred llmplicature (the
implicature relativized to John) (4-a) and the speakertbgl implicature (the
implicature relativized to the speaker) (4-b).

4) MARY-wa kita-to John-ga shinjite-iru
Mary-Con come-Complohn-Nombelieve-Prog
‘John believes at least Mary came.’ (ambiguous)

a. Local: The speaker knows [Johalieves Mary came]
Implicature: Johrdoesn’t know whether Peter came]

b. Global: The speakénows [John believes Mary came]
Implicature: The speakeloesn’t know [whether John knows that Pe-
ter came]

As seen in the previous section, the usewdé introduces the operator
CON (2). The previous section only looked at the case where thptidature
is associated with the speaker. | now claim that if the openatembedded in
an attitude report, the induced implicature can be relegidito the agent of the
reported attitudé. To accommodate this intuition, | modify the denotation of
CoON so that it contains shiftable indexicals in Schlenker'sd@0sense.

0] #ZEN'IN-wa  kita.
Everyone-Cortame

Svan Rooij & Schulz (2004) also modify their framework in ordergenerate a desired ‘local’
conversational implicature as observed by Chierchia (286d)Landman (2000).



2.1.1. Schlenker (2003)

Kaplan (1989) claims that the referent of an indexical issgfsvdetermined by the
context of the actual utterance, which is summarized indlewing thesis.

(5) Fixity Thesis (a corollary of Direct Reference):
The semantic value of an indexical is fixed solely by the cxnté the
actual speech act, and cannot be affected by any logicahtuer
(Kaplan, 1989; restatement by Schlenker, 2003)

For example, in English, the indexidahlways refers to the actual speaker of the
sentence. Consequently, in order to describe the situgti(®), the subject of the
reported speech act has to be referred to with the third pgmsmounhe (6-b)

is not an accurate description of the situation in (6), sieglishl can only refer

to the actual speaker.

(6) Situation to be reported: John says: ‘Il am a hero.’

a. English: Johpsays that heis a hero.
b. English: *Johpsays thatlam a hero. (Schlenker 2003)

Observing this fact, Kaplan (1989) claims that there is nerafor that shifts the
context that determines the value of indexicals. Kaplar89)%ays that if they
existed, they would bemonsters

As a reply to Kaplan’s observation, Schlenker (2003) ardghas“every
attitude verb is a Kaplanian monster” (p.37). In Amharia, égample, the first
person indexical shifts in attitude reports to the agenhefreported attitude as
depicted in (7).

(7)  jon jegnano-fifi yil  -all
Johnhero be.PRT-1sG3M.say-AUX.3M
(lit. John says that,lam a hero.) (D. Petros, p.c. to Schlenker)

Schlenker (2003) proposes the following logical structiorethe Amharic sen-
tence, in which he treats the semantics of attitude prezicas quantification
over contexts. In addition, the embedded clause contaiifiaisle indexicals,
agent(c;), time(c;), world(c;), which are functions from contexts to individu-
als/times/worlds.

(8) SAY<John,now,actually> & be'a'herodgent(ci)1tim€(ci)! wOTld(Ci))
(Schlenker 2003)

In (8), the context of the reported speech acts bound by the attitude predicate.
As aresult, in Amharicif is interpreted asgent(c;), which refers to the speaker
in the embedded context, JohiEnglishl is not shiftable, i.e. it can only pick up
the actual contex{](]¢ = agent(ca)), and therefore, it can only be interpreted as
the speaker in the context of the actual utterance.

2.1.2. Waimplicatures and Shiftable Indexicals

Following Schlenker’s (2003) approach to indexicals, brafulate my Contrastive
operator as follows. It takes shiftable indexicalgent(c) andworld(c), as its ar-

4Japaneseibunis also argued to be a shiftable indexical (Oshima 2004). Setios 3.



guments. This allows us to hawex-implicatures associated to an agent other than
the speaker.

(9)  CoN(w(c))(agent(c))(B(F))
a. asserts: B(F)(w)=1
b. presupposes: There exists B(F’) which is stronger tha) B(
c. implicates3w’ [w’ € DOXygent(c) (w(c))][B(F) (w’) = 0]
In some doxastic worlds accessible to the agent in contexte,
stronger alternative is false.

Let us go back to the ambiguity of (4). | propose that the ciper@on
has a syntactic representation and the syntactic locatithre @perator determines
which implicatures are induced. Namely, the syntactictpmsof the operator de-
termines the attitude-bearer of the induced implicature §peaker or the subject
of the attitude predicate) and the contrasted propositimatrix or the embedded
clause; the size of B) as depicted in (10).

(10) a. Local: @ [cp[ip Ci [cp CON [xp Mary-wa] came Comp ] John-ga
believe ]]

b. Global: G [cp CON[p C; [cp[xp Mary-wa ] came Comp ] John-ga
believe ]]

Let us illustrate how these LF structures generate difteiraplicatures. Recall
from section 1 that background B is a question predicatedisthuctured Meaning
Approach (von Stechow 1990) obtained by lambda abstractibae operator ©ON

in (10-a) takes the embedded IP in its scope. The contexedfibedded speech
act picks out ‘John’ as the agent of knowledge of the propmsind generates a
local implicature (11-b).

(11) a. B =\y.came(y), agent(c;) = j
b. local implicature: In some of the doxastic worlds complatiwith
John’sbélief, it is not the case that Mary and Peter came.

On the other hand, in (10-b),@N operates over the matrix sentence. As
a result, the context of the actual speech act picks out ek as the agent/seat
of knowledge and generates a global implicature (12-b).

(12) a. B, = Ay.think(j)(came(y)), agent(ca) = sp
b. global implicature: In some of the doxastic worlds contgatwith
the speaker’s belief, it is not the case that John believes that Mary
and Peter came.

In summary, the ©ON operator sitting at a clause-initial position (either ehbed
or matrix) determines the agent and locusvafimplicatures.

2.2. |dand Effects

Although it is possible to Contrastive-mark an element imithlocal clause under
attitude predicates as discussed in section 2.1, it is nsgible to Contrastive-
mark an element within a relative clause (13) and an adjuaose®

5A parallel pattern is observed for Contrastive-marking imitdjunct clauses:

0] *ltsumo uchi-ni  JOHNwakita toki, inu-ga hoe-ru.
alwayshouse-DatlohnCon comewhen,dog-Nombark-Pres



(13) *ItsumoCHOMSKY-wa kai-ta hon-ga  shuppan-sa-re-ru.
alwaysChomsky€on write-Pastook-Nompublish-do-Pass-Present
‘The book which at least Chomsky wrote is always published.

In the syntactic literature, these constructions are kntavhe islands fomwh-
movement. Hence, it seems that Contrastive-marking isrokpe on syntactic
constructions. More specifically, it seems that the astiocidetween ©N and
the Focus-marked element cannot be established if theiasameeds to cross
an island construction. (See section 3 for unavailabilitthe local computation.)
To better understand this phenomenon, | first give an owerefaslands forwh-
movement in Japanese, and then | compare the structureaiesgwh-question
by Nishigauchi (1990) with the distribution of Japanese t€astive-marking.

2.2.1. Japanese Island Constructions ¥dr-questions

Japanese is whin-situ language in view of Huang's (1982a, 1982b) thedry o

wh-movement. Namelyvh-words move covertly to clause-peripheral positions at
LF. For examplenaze'why’ cannot appear within a complex NP as in (14). In the

LF-movement approach, this is understood as the followkwgn thoughmazeis

in the base generate position in overt syntax, it moves tolthese-initial position

in covert syntax, which violates the island constraint (Rb367).

(14) *[Kare-ganazekai-ta hon]-ga omosiroi-desu-ka?
he-Nom why write-Pasthook-Nominteresting-is-Q
‘Why; are books that he wrote interesting?’

In this LF-movement approach, it is difficult to understarfipygome of Japanese
wh-words can appear within complex NP Islands (15) and adjstartds (exam-
ples omitted).

(15) kimi-wa [dare-ga kai-tahon-o]  yomi-masi-ta ka?
you-TOPwho-NOM wrotebook-ACCread.POL-PASTQ
‘You read books that who wrote?’ (Nishigauchi 1990, p.40)

To save the LF-movement approach, Nishigauchi (1990) arfyuié.F pied-piping
(see also Choe 1987, Pesetsky 1987). In Nishigauchi’s {1&88roach, what ac-
tually undergoes a covert movement is not wteword, but the island that con-
tains thewh-word. For example, (15) has the following LF structure.

(16) [cp [ who-Nom wrote book ] -Acg [ip [ve tf read] ] Q]
A

Hence, although it appears that some Japawbsguestions do not obey a general
island constraint, the acceptability of the construct®mliie to the amelioration
by LF pied piping. Hence, CNPC is active in Japarfese.

On the other hand, it has been claimed thatavord inside avh-island
is not acceptable (Nishigauchi 1990, Watanabe 1992). Fample, in (17-b),

‘When at least John comes to our house, the dog always barks.’

The generalization also holds for other temporal clausexfdfe’, ‘after’, etc.) andf -clauses, while
Contrastive-marking is possible withbecauseclauses. See Hara (2005b; 2006, ch. 3).

6According to Nishigauchi (1990), this amelioration is pofsionly in the case where the cate-
gories ofwh-words and the dominating XP are identical. In (14), the idltrat contains thevh-word
is NP, whilenaze'why’ is not an NP, hence the [+wh] feature cannot percol@tenhich is a necessary
condition for pied piping.



there seems to be a preference toward the local associdttbe wh-word nani
with the embedded Q-morpherde over the global association with the matrix
-ka. This preference suggests that therevgasland effect in Japanese.

(A7)  John-wa[Mary-ga nani-o katta-ka] imademo
John-TopMary-Nomwhat-Accbought-Qstill
shiri-tagat-teiru-no?
know-want-Prog-Q
a. ‘Does John still want to know what Mary bought?’
b. ?'What is such that John still wants to know [ whether Mary bought
it; 1?7’ (Deguchi & Kitagawa 2002)

According to Deguchi & Kitagawa (2002) and Ishihara (20@Rj)s seemingvh-
island effect in Japanese reported in earlier literatueernssinterpretation of the
preference toward a non-monotonic prosody. Deguchi & Kateay (2002) and
Ishihara (2002) propose a prosodic-sensitive associafithe wh-word and the
Q-morpheme and show that the global association in (17-t)rbes much more
readily available if the post-focal reduction continuesthie sentence-final Q-
morpheme (Global Emphatic Prosody (Global EPD) in Degunki itagawa’s
terminology and Focus Intonation (FI) in Ishihara’s terology) as in (18Y.

(18)  John-wa [Mary-ga NAi-o kattaka] imademo shiri-tagat-teiru-rid
‘What; is such that John still wants to know [ whether Mary bought it
1?’ (Deguchi & Kitagawa 2002)

Deguchi & Kitagawa (2002) and Ishihara (2002) attributefheference for local
wh-scope observed in (17-b) to the shorter post-focal redn¢tiocal EPD or FI),
which is preferred due to a tendency to avoid monotonic ipso

In summary, in Japanesewdr-word moves at LF, and as a consequence
it obeys the island constraints. The seeming exception ahaptex NP island
(or an adjunct island) is shown to be the result of LF piedagmf the whole
island. On the other hand, Deguchi & Kitagawa (2002) or lahah(2002) show
that an embeddedh-question does not constitute an island in Japanese siace th
association between tih-word and the matrix Q-morpheme is easily established
if the right prosody is assigned.

2.2.2. Wamarking and islands

In this section, | will show thatva-marking has a parallel distribution to Japanese
whrquestions in terms of embedding under islands.

The morphemewa cannot appear within a complex NP as we have seen
in (13). Interestingly, however, (13) can be improved if @entrastive morpheme
-wais realized at the edge of the complex NP island. (The santerpas observed
for adjunct islands.)

(19) Itsumo[CHOMSKY-gakai-ta hon]-wa shuppan-sa-re-ru.
alwaysChomsky-Nom write-Pastook-Conpublish-do-Pass-Present
‘At least the book which Chomsky wrote is always published.’

Now, let us turn tavh-islands.Wa-marking seems to be available under
whrislands:

7| use italics to indicate the post-focal reduction. See Bbgd Kitagawa (2002) or Ishihara
(2002) for more a precise representation of the prosodypatte



(20)  boku-waano-mise-ddOHN-wanani-o  kat-ta kakii-ta.
I-Top that-shop-atlohn-Conwhat-Accbuy-PasQ ask-Past
‘I asked what at least John bought at that shop.’

As discussed by Deguchi & Kitagawa (2002) and Ishihara (2082)Japanese
embeddedvh-question does not constitute as an island for a maitbquestion
if the correct prosody is assigned to the question. For gasan, | do not take
(20) above as a counter-example to my generalization.

In short,wa-marking is not available within complex NP (and adjunct)
islands. However, most of the constructions can be imprbyexvert pied-piping-
like structures. In other words, it is possible to Contrastnark an element within
islands and obtain intended implicatures if tha morpheme is realized at the
same domain as the one which can be pied-pipedvfequestions. In addition,
wa-marking is possible withinvhrisland. Overall, the distribution of Contrastive
wa-marking is parallel to the distribution of Japanegequestions.

2.3. Movement of CON

The data shown above suggests that the placement of dheoPerator is con-
strained by syntactic islands.

One might speculate that there could be some principle wsiitiply
restricts-wa from being embedded within complex NPs. However, a more so-
phisticated explanation is needed because the simpleattgu that banswa
from appearing in complex NPs makes the wrong empiricaliptied when-
wa is embedded under an attitude predicate. For example, ) é2&n though
thewa-marked elements are within island constructions, theeseets are judged
grammatical. This is unexpected if we assume the simpleaestion for the
distribution of-wa, i.e., -wa can only appear in the matrix clause. A better ex-
planation for (21), one that correctly explains the granmicaafudgement, is that
awamarked element needs to be local to an attitude-bearesftbaker or the
subject of the attitude predicate).

(21) MARY-waki-ta-to omot-teiru hito-ga iru.
Mary-Con come-Past-Comphink-Progperson-Normnexist
‘There is a person who thinks that at least Mary came.’

Hence, observing the data shown in 2.2, | propose a syntaciement
account for this fact. Namely, | speculate that the operiatoriginally generated
locally as in (22) and moves to yield the LF structures whietedmine which
attitude-bearer, the speaker or the subject of the attipue@icate, is responsible
for the induced implicaturd.

(22) XP
CON/>\
[ENP] wa

Let us go back to the ambiguity of (4). If the operator moveth® embedded
clause, it induces John’s local implicature ‘John considie possibility that Pe-

8The same pattern observed for adjunct islands. See Haral{20086, ch. 3) for more data and
discussions.

9Alternatively, one can assume a feature movement of [Con] ierotal avoid the problem of
left-branch violation.



ter didn’t come’. If it moves to the matrix IP, it induces thpesker’s global
implicature ‘The speaker considers the possibility th&inJdoesn’t believe Peter
came’1®

23 Con[pc; Con t; Mary-wa] came Comp ] John-ga believe
(23) Ca [cp : [ipCilcp [xp ry ] pl g

Global Local

A movement analysis straightforwardly explains the ungreaticality
of the wa-marking within a relative clause (13). The operator geteetainder
the relative clause looks for its context. There is no atétpredicate under the
relative clause, hence it targets the matrix claidséhis movement crosses a
complex NP island.

(24)  *[speechacrrlspeaker] [ ®N [p ... [wp [ip t Chomsky-wa wrote ] book ]
I t ! (13)

ES

Remember that wheswa is further embedded under an attitude predi-
cate, the sentence is acceptable even within an islandk2tg, the @N operator
does not need to cross an island since it can find a localdgt@perator that binds
its context variable.

(25) [ip -« [Np[vp [cpC; CON[ip [xp t [xp Mary ] -wa ] come ] Comp ]
tlr:)oughtN]Pp;?so%P] ]*£I “ (22)

2.4. Argumentsfor a movement approach

The introduction of a syntactic movement to account for aasgins-pragmatics
phenomenon like implicature computation may seem uncdioveal. In fact,
semantic associations such as focus associations (Ro8&) R®oth 1992) and
choice function binding (Reinhart 1997) are immune to idarMoreover, Cont-
rastive-marking an argument within an islaper seshould be acceptable on se-
mantic grounds alone, since there are other ways to expgregstended meaning.
There are two ways to ameliorate the construction in (13§ isrpied-piping as
shown in section 2.2.2, and the other is base-generatinGon¢rastive-marked
element at the clause-initial position. In the currentisectl demonstrate how

10Note that the Contrastive Operatop@ does not form a constituent with the Contrastive-marked
NP Mary at LF, where scope is computed. Consider sentence (i).

0] Zen'in-wa  kur-u-to omow-anakat-ta.
Everyone-Cortome-Present-Conthink-Neg-Past
‘At least, | didn't think that everyone would come.
(Implicature: | thought someone would come.)

Here, the local implicature is impossible since “Everyone c&fndees not satisfy the presupposition
of CoN as we have seen in footnote 2. On the other hand, if the opdoaitned a constituent with the
quantifier and moved to the matrix clause along with it, the ayntould yield a LF-structureyz—
think ( [person(z)] [come(x)] ), which again fails to satisfy the presupposition, sitice assertion
exhausts all the individuals in the domain. Hence, it failgithuce the implicatures required bya.

Nonetheless, (i) is acceptable; therefore we have to aevglobal computation of@a-implicature
without moving the quantifiezen’in‘everyone’.

In Hara (2005b; 2006, ch. 4) | discuss other operators thahsiewa-marking and why those
options are not available for IPs under islands.



(13) is ameliorated and how the ameliorated structuresnaeepireted?

2.4.1. Pied-piping-like structure

First, as we have seen in (19)-¥fais marked on an island (instead of inside an
island) and the island contains an argument that bears ecthésd focus marked
by a prosodic peak, it is possible to compute a global impliea

The structure of (19) does not cause an island violation s &ON is
generated outside the island and the movementaf & local. The LF struc-
ture for (19) and the subsequent movement of tlen@perator is depicted in
(26). The shiftable indexicalgent(c) is bound by the actual utterance context
ca, hence, the context induces an implicature associatecttadtual speaker, In
some of the doxastic worlds compatible with the speakerf®ehéit is not the
case that the book written by someone other than Chomskybisshed'.

(26) ca C?N [ip always kp } [ne Chomsky-ga wrote book | -wa ] published
]

2.4.2. Co-indexation witpro

In addition to “pied-piping’-like constructions, (13) che ameliorated by gener-
ating a-wa-marked NP overtly outside the island construction andnctexing it
with pro. For example, in (27), thea-marked NPFCHOMSKY-wa is co-indexed
with pro, within a relative clause, and it induces the intended ioglire.

(27) CHOMSKY;-waitsumopro; kai-ta ~ hon-ga  shuppansareru
Chomsky-Con alwayspro write-Pastbook-Nomis.published
‘At least Chomsky is such that the book which he wrote is akvayb-
lished.

Since N is generated outside the island, it does not cross the igtand
order to be bound by the actual context.

(28) Ca CON [xp t[ Chomsky ] -wa ] always |yp pro; wrote book ] published
] (27)

Together with the “pied-piping” facts presented in the jprag section,
this possibility of amendment by co-indexation wtto demonstrates that the un-
grammaticality of (13) is not due to semantic constraintsspatactic ones, since
the intended interpretations are successfully derivedHanging the syntactic
structures®®

3. Local computation of implicatues

In the foregoing section, we have seen that the usevaftriggers implicatures
which are associated to the speaker or some attitude-beBner association is
blocked by a certain syntactic configuration, namely comp® (and adjunct)

12| only discuss complex NP islands for space reasons. See P@0AI; 2006, ch. 3) for data and
discussions on adjunct islands.

13H0ji (1985) provides an anaphor binding test to show thastiveence-initialva-marked phrase
as in (27) is not an instance of overt movement. See Hoji (198%}Hara (2005b; 2006, ch. 3). Also,
van Riemsdijk (1997) notes that left dislocation usprg is island-insensitive.



islands. To capture these facts, | have proposed a syntactiement account for
the positioning of the GN operator. @N moves in order to locally identify the
context that saturates its shiftable indexicals.

This analysis pertains to the following question. Looking¥0), the
two LF structures of (4), the @\ operator seems to move to matrix or embedded
clause-initial position. Then, what exactly prevents tkea.(13) from having the
following structure and induce a local implicature withiretcomplex NP?

(29)  [crlip [np CON; [cp (Which;) [xp t; Chomskywa] t; wrote | book] ]
] (13)

A brief introduction to the semantics of relative clausemisrder. Fol-
lowing Quine (1960), Heim & Kratzer (1998) treat relativaweses as predicates.
For example, in (30), ‘which is empty’ denotes the functian = is empty.

(30) The house which is empty is available. (Heim & Kratze®4,9.87)

In Heim & Kratzer (1998), the function meaning of a relatiVause is obtained in
the following way. The relative clause involves movemenaaélative operator,
which leaves a variable as in (31-a). The relative operéimn tambda-abstracts
over the embedded IP

(32) a. The housecp which; [p t; is empty ]] is available.
b. [which; t;is empty]]gl/z = \z.g'7%(1) is empty= \z.x is empty

Assuming that the argument of theo® operator needs to be tygeit follows
that the local computation afa-implicatures is not possible in (13) due to a type
mismatch. The embedded CP in (29) ‘* (which) Chomsky wrote jgredicate
(type < e,t >), not a proposition (type). In contrast, as shown in section 1,
Contrastive-marking indicates the limit of knowledge netijag a certain question.
That means, the speaker knows of some propositions thattieelyue. It is not
possible to have knowledge of a property/predicate, t.&,rnot possible to have
truth-value of a property/predicate. Therefore, the arguinof CoN, i.e., B(F),
cannot be a predicate of tygee, t >, but must be a proposition of tyge
Interestingly, having an attitude predicate within a iglatlause seems
to improve the grammaticality offa-marking under the relative clause as in (32).

(32) ?Kinou NIHONGO-wadekiru to omot-teiruhito-ni
yesterdaylapanese-ConcapableCompthink-Progperson-Dat
at-ta.
meet-Past
‘I met [the person]who thinks he can speak at least Japanese.’

| speculate that (32) has the following structure (33). Mgpecifically, the vari-
able created by a relative operator (which is covert in Japanis the subject of
the attitude predicate, while the subject of the most deepipedded clause is an
empty pronourpro.

(33) “?yesterdaydp (Who;) [ip [cp [ip Pro; Japanese-Con capable ] Comp ]
think-Prog ] ] persopDat meet-Past

Furthermore, | propose to treat this pronoun as a shiftaiolexical (‘I of the re-
ported speech). Indeed, the overt use of the shiftable iodkzibun(see Oshima

lsimilarly, Evidentials are not possible inside relativeusies (Hara, 2005a and 2006, ch. 4).



2004) improves (32) as seen in (34).

(34) Kinou [[zibun;-ga NIHONGO-wa dekiru] td; omot-teiru] hito-ni at-ta.
‘I met [the person]who thinks he can speak at least Japanese.’

As a consequence, (34) and (33) have a parallel structurdljo (In
other words, the domain of the computationagtimplicature does not involve a
variable. Accordingly, the problem of the type mismatclagigears.

This speculation predicts that if the variable created leyréfative oper-
ator is the subject of the most deeply embedded clause vthanarking within
the same clause is not possible. This prediction is attéatésb). In (35), the
subject of the attitude predicatenot ‘think’ is overtly specified aslohn who
is distinct from the referent of the head noun. Therefore,vthriable which is
relativized to the head nourito ‘person’ is in the domain of the computation of
warimplicature. As a consequenaga-marking in (35) causes a type mismatch.

(35) *Kinou [[e; NIHONGO-wa dekiru ] taJohn-ga omot-teiru ] hitg-ni at-ta.
‘I met [the person] such that John thinks that hean speak at least
Japanese.’

4. Conclusion

To conclude, | proposed that the computation afNOnvolves syntactic move-
ment which determines: the size of the proposition it takesd, the context which
binds the indexicals. My definition of @\ is reformulated so that it contains
shiftable indexicals. Another point in the paper is thatrib&on of shifting con-
text is crucial. The context of the local speech act detegsnithe agent of the
implicature. Attitude predicates allow the embeddingamamarking within is-
lands.
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